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Abstract

This paper presents a novel approach for learning in-
stance segmentation with image-level class labels as super-
vision. Our approach generates pseudo instance segmenta-
tion labels of training images, which are used to train a fully
supervised model. For generating the pseudo labels, we first
identify confident seed areas of object classes from attention
maps of an image classification model, and propagate them
to discover the entire instance areas with accurate bound-
aries. To this end, we propose IRNet, which estimates rough
areas of individual instances and detects boundaries be-
tween different object classes. It thus enables to assign in-
stance labels to the seeds and to propagate them within the
boundaries so that the entire areas of instances can be esti-
mated accurately. Furthermroe, IRNet is trained with inter-
pixel relations on the attention maps, thus no extra super-
vision is required. Our method with IRNet achieves an out-
standing performance on the PASCAL VOC 2012 dataset,
surpassing not only previous state-of-the-art trained with
the same level of supervision, but also some of previous
models relying on stronger supervision.

1. Introduction

Instance segmentation is a task that jointly estimates
class labels and segmentation masks of individual objects.
As in other visual recognition tasks, supervised learning of
Convolutional Neural Networks (CNNs) has driven recent
advances in instance segmentation [7, 9, 10, 16, 17, 23, 30,
35]. Due to the data-hungry nature of deep CNNs, this ap-
proach demands an enormous number of training images
with groundtruth labels, which are given by hand in gen-
eral. However, manual annotation of instance-wise segmen-
tation masks is prohibitively time-consuming, which results
in existing datasets limited in terms of both class diversity
and the amount of annotated data. It is thus not straightfor-
ward to learn instance segmentation models that can handle
diverse object classes in the real world.
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One way to alleviate this issue is weakly supervised
learning that adopts weaker and less expensive labels than
instance-wise segmentation masks as supervision. Thanks
to low annotation costs of weak labels, approaches in this
category can utilize more training images of diverse objects,
although they have to compensate for missing information
in weak labels. For instance segmentation, bounding boxes
have been widely used as weak labels since they provide
every property of objects except shape [22, 41]. However, it
is still costly to obtain box labels for a variety of classes in
a large number of images as they are manually annotated.

To further reduce the annotation cost, one may utilize
image-level class labels for learning instance segmentation
since such labels are readily available in large-scale image
classification datasets, e.g., ImageNet [42]. Furthermore,
although image-level class labels indicate only the exis-
tence of object classes, they can be used to derive strong
cues for instance segmentation, called Class Attention Maps
(CAMs) [37, 43, 45, 49]. A CAM roughly estimates areas
of each class by investigating the contribution of local im-
age regions to the classification score of the class. How-
ever, CAMs cannot be directly utilized as supervision for
instance segmentation since they have limited resolution,
often highlight only partial areas of objects, and most im-
portantly, cannot distinguish different instances of the same
class. To resolve this issue, a recent approach [50] incor-
porates CAMs with an off-the-shelf segmentation proposal
technique [2], which however has to be trained separately
on an external dataset with additional supervision.

In this paper, we present a novel approach for learning
instance segmentation using image-level class labels, which
outperforms the previous state-of-the-art trained with the
same level of supervision [50] and even some of approaches
relying on stronger supervision [16, 22]. Moreover, it re-
quires neither additional supervision nor any segmentation
proposals unlike the previous approaches [16, 50]. Our
method generates pseudo instance segmentation labels of
training images given their image-level labels and trains a
known CNN model with the pseudo labels. For generating
the pseudo labels, it utilizes CAMs, but as mentioned ear-
lier, they can neither distinguish different instances nor find
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Figure 1. Overview of our framework for generating pseudo instance segmentation labels.

entire instance areas with accurate boundaries.
To overcome these limitations of CAMs, we introduce

Inter-pixel Relation Network (IRNet) that is used to esti-
mate two types of additional information complementary
to CAMs: a class-agnostic instance map and pairwise se-
mantic affinities. A class-agnostic instance map is a rough
instance segmentation mask without class labels nor ac-
curate boundaries. On the other hand, the semantic affin-
ity between a pair of pixels is a confidence score for
class equivalence between them. By incorporating instance-
agnostic CAMs with a class-agnostic instance map, we ob-
tain instance-wise CAMs, which are in turn enhanced by
propagating their attention scores to relevant areas based on
the semantic affinities between neighboring pixels. After the
enhancement, a pseudo instance segmentation label is gen-
erated by selecting the instance label with the highest at-
tention score in the instance-wise CAMS at each pixel. The
entire procedure for label synthesis is illustrated in Fig. 1.

IRNet has two branches estimating an instance map and
semantic affinities, respectively. The first branch predicts a
displacement vector field where a 2D vector at each pixel
indicates the centroid of the instance the pixel belongs to.
The displacement field is converted to an instance map by
assigning the same instance label to pixels whose displace-
ment vectors point at the same location. The second branch
detects boundaries between different object classes. Pair-
wise semantic affinities are then computed from the de-
tected boundaries in such a way that two pixels separated
by a strong boundary are considered as a pair with a low se-
mantic affinity. Furthermore, we found that IRNet can be
trained effectively with inter-pixel relations derived from
CAMs. Specifically, we collect pixels with high attention
scores and train IRNet with the displacements and class
equivalence between the collected pixels. Thus, no super-
vision in addition to image-level class labels is required.

The contribution of this paper is three-fold:
� We propose a new approach to identify and localize

instances with image-level supervision through class-
agnostic instance maps. This enables instance segmen-
tation without off-the-shelf segmentation proposals.

� We propose a new way to learn and predict semantic
affinities between pixels with image-level supervision
through class boundary detection, which is more effec-
tive and efficient than previous work [1].

� On the PASCAL VOC 2012 dataset [12], our model
substantially outperforms the previous state-of-the-art
trained with the same level of supervision [50]. Also,
it even surpasses previous models based on stronger su-
pervision like SDI [22] that uses bounding box labels
and SDS [16], an early model that uses full supervision.

2. Related Work
This section reviews semantic and instance segmentation

models closely related to our method. We first introduce
weakly supervised approaches for the two tasks, and discuss
models that are based on ideas similar with the displacement
field and pairwise semantic affinity of our framework.
Weakly Supervised Semantic Segmentation: For weak
supervision of semantic segmentation, various types of
weak labels such as bounding boxes [8, 38], scribbles [27,
44], and points [3] have been utilized. In particular, image-
level class labels have been widely used as weak labels
since they require minimal or no effort for annotation [1,
11, 19, 20, 36, 39, 40, 45, 50]. Most approaches using the
image-level supervision are based on CAMs [37, 43, 49]
that roughly localize object areas by drawing attentions
on discriminative parts of object classes. However, CAMs
often fail to reveal the entire object areas with accurate
boundaries. To address this issue, extra data or supervi-
sion have been exploited to obtain additional evidences
like saliency [20, 36], motion in videos [19, 39] and class-
agnostic object proposals [40]. Recent approaches tackle
the issue without external information by mining comple-



mentary attentions iteratively [20, 45] or propagating CAMs
based on semantic af�nities between pixels [1].

Weakly Supervised Instance Segmentation:For instance
segmentation, bounding boxes have been widely used as
weak labels. Since a bounding box informs the exact lo-
cation and scale of an object, weakly supervised models
using box labels focus mainly on estimating object shapes.
For example, in [22], GraphCut is incorporated with generic
boundary detection [48] to better estimate object shapes by
considering boundaries. Also, in [41], an object shape esti-
mator is trained by adversarial learning [14] so that a pseudo
image generated by cutting and pasting the estimated object
area to a random background looks realistic. Meanwhile,
weakly supervised instance segmentation with image-level
class labels has been rarely studied since this is a signif-
icantly ill-posed problem where supervision does not pro-
vide any instance-speci�c information. To tackle this chal-
lenging problem, a recent approach [50] detects peaks of
class attentions to identify individual instances and com-
bines them with high-quality segmentation proposals [2] to
reveal entire instance areas. However, the performance of
the method heavily depends on that of the segmentation pro-
posals, which have to be trained with extra data with high-
level supervision. In contrast, our approach requires neither
off-the-shelf proposals nor additional supervision and it sur-
passes the previous work [50] by a substantial margin.

Pixel-wise Prediction of Instance Location:Pixel-wise
prediction of instance location has been proven to be effec-
tive for instance segmentation in literature. In [26] the co-
ordinates of the instance bounding box each pixel belongs
to are predicted in a pixel-wise manner so that pixels with
similar box coordinates are clustered as a single instance
mask. This idea is further explored in [21, 35], which pre-
dict instance centroids instead of box coordinates. Our ap-
proach based on the displacement �eld share the same idea
with [21, 35], but it requires only image-level supervision
while the previous approaches are trained with instance-
wise segmentation labels.

Semantic Af�nities Between Pixels: Pairwise semantic
af�nities between pixels have been used to enhance the
quality of semantic segmentation. In [4, 6], CNNs for se-
mantic segmentation are incorporated with a differentiable
module computing a semantic af�nity matrix of pixels, and
trained in an end-to-end manner with full supervision. In
[4], a predicted af�nity matrix is used as a transition proba-
bility matrix for random walk, while in [6], it is embedded
into a convolutional decoder [34] to encourage local pix-
els to have the same labels during inference. Recently, a
weakly supervised model has been proposed to learn pair-
wise semantic af�nities with image-level class labels [1].
This model predicts a high-dimensional embedding vector
for each pixel, and the af�nity between a pair of pixels is
de�ned as the similarity between their embedding vectors.

Figure 2. Overall architecture of IRNet.

Our approach shares the same motivation with [1], but our
IRNet can learn and predict af�nities more effectively and
ef�ciently by detecting class boundaries.

3. Class Attention Maps

CAMs play two essential roles in our framework. First,
they are used to de�ne seed areas of instances, which are
propagated later to recover the entire instance areas as
in [1, 24]. Second, they are a source of supervision for learn-
ing IRNet; by exploiting CAMs carefully, we extract reli-
able inter-pixel relations, from which IRNet is trained. To
generate CAMs for training images, we adopt the method
of [49] using an image classi�cation CNN with global av-
erage pooling followed by a classi�cation layer. Given an
image, the CAM of a groundtruth classc is computed by

M c(x) =
� >

c f (x)
maxx � >

c f (x)
; (1)

wheref is a feature map from the last convolution layer of
the CNN,x is a 2D coordinate onf , and� c is the classi-
�cation weights of the classc. Also, CAMs for irrelevant
classes are �xed to a zero matrix. We adopt ResNet50 [18]
as the classi�cation network, and reduce the stride of its last
downsampling layer from 2 to 1 to prevent CAMs from fur-
ther resolution drop. As a result, the width and height of
CAMs are1=16of those of the input image.

4. Inter-pixel Relation Network

IRNet aims to provide two types of information: a dis-
placement vector �eld and a class boundary map, both of
which are in turn used to estimate pseudo instance masks
from CAMs. This section describes the IRNet architecture


